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1. Introduction 

The LPC541xx is a power efficient and high performance MCU series. The system 

frequency can be up to 100 MHz. Both LPC54102 and LPC54114 integrate two cores, 

Cortex-M4 and Cortex-M0+. The asymmetric architecture provides flexible options for the 

user in complex design applications with high performance. This application note will help 

the user to tackle the challenges during dual core development process and debugging. 

It focuses on dual core debugging techniques and the support from three commonly used 

IDEs - MCUXpress IDE, IAR and Keil. LPCXpresso54114 board and the related SDK is 

used as an example target platform to discuss the topic. For basic dual core introduction 

and its development process, see AN12123 - LPC541xx dual core starting guide.  

Since the topic is based on advanced debugging, user should have a basic dual core 

knowledge and debugging skills. Relative user guide of IDE can be used as a starting 

reference. The application note introduces the debugging interface SWD and later will 

analyze the booting process of the two cores. At the end, support on dual core 

debugging of IDE is discussed. 

MCUXpresso IDE is the NXP in-house development tool dedicated for supporting MCU 

series. It is a free edition with no code size limit, and can be downloaded from NXP 

website: MCUXpresso IDE. 

IAR is also a professional MCU development tool provided by IAR systems. License is 

required for the usage and it can be downloaded from the IAR website. A 30 days free 

trail with 32 kB code size limit is available for the user at IAR . 

ARM provides Keil MDK for Cortex and ARM devices development. Evaluation edition is 

available for code size below 32 kB and can be downloaded from Keil website: Keil MDK. 

1.1 Folder structure 

LPC54114 SDK projects are used as examples to elaborate the dual core debugging 

topic. This application note is available with a zip-folder containing three project files that 

include two “hello world” example projects. One is for Cortex-M4 master project and the 

other is for Cortex-M0+ slave project. See Fig 1 for the package contents. 

 

 

 

 

 

 

 

 

 

Fig 1. AN package contents 

 

 

 

http://www.nxp.com/products/developer-resources/run-time-software/mcuxpresso-software-and-tools/mcuxpresso-integrated-development-environment-ide-v10.0.2:MCUXpresso-IDE?&tid=vanMCUXPRESSO/IDE
https://www.iar.com/iar-embedded-workbench/#!?currentTab=free-trials
https://www.keil.com/download/product/
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File name  Description 

hello_world_cm4_hello_world
_cm0plus_IAR 

IAR dual core example file containing Cortex-M4 and 
Cortex-M0+ “hello world” projects. Unzip it and open the 
projects with IAR 

hello_world_cm4_hello_world
_cm0plus_Keil 

Keil dual core example file containing Cortex-M4 and 
Cortex-M0+ “hello world” projects. Unzip it and open the 
projects with Keil 

hello_world_cm4_hello_world
_cm0plus_mcuxpresso 

MCUXpresso IDE dual core example file containing 
Cortex-M4 and Cortex-M0+ “hello world” projects. 
Import the archive file with MCUXPresso IDE 

 

2. SWD interface 

Serial Wire Debug (SWD) is a simple two-wire interface used for ARM core debugging. 

The physical layer of SWD consists of two lines: 

• SWDIO: a bidirectional data line 

• SWCLK: a clock driven by the host 

LPC541xx uses multiple access port to implement dual core debugging capabilities. If the 

IDE and debugger supports this feature, both master and slave projects can be 

debugged simultaneously. See Fig 2 for the debug access port architecture of the 

LPC541xx MCU. It has two AHB-AP connections, Cortex-M4 AP and Cortex-M0+ AP. 

For simplicity, the JTAG-DP is not included, which cannot be used for debugging for 

LPC541xx family. 

 

 

 

 

 

 

 

Fig 2. LPC541xx debug access port architecture 

 

3.   Dual core booting analysis 

LPC541xx family has an asymmetric dual core architecture integrating both Cortex-M4 

and Cortex-M0+. It is necessary to understand and setup the booting behavior of the two 

cores. Both will boot from default reset interrupt vector when powered ON. The 

application should configure and setup the booting sequence, which is usually written in 

assembly language in the startup file. Because the reset interrupt service routine should 

be executed by both the cores, it should be coded with set of instructions common for 

both the cores.  

According to the dual core implementation of LPC541xx, there are master and slave 

roles for the asymmetric architecture. Upon power ON, Cortex-M4 is the default master 

and Cortex-M0+ is the slave. Master has the ability to enable or reset the slave core. 
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Slave core goes to sleep directly upon powering up and waits for the master to set up a 

proper booting environment for it and boot again. 

Details of the LPC541xx dual core implementation is available in Chapterxx of AN12123 

<LPC541xx dual core starting guide>. 

The analysis of LPC541xx series MCU startup file for MCUXpress IDE, IAR and Keil is 

discussed in following sections. 

3.1 MCUXpresso IDE startup file 

Following Fig 3 shows the code snippet for ResetISR () function from the MCUXpresso 

IDE startup file: 

 

 
Fig 3. Startup file for MCUXpresso IDE 

 

Fig 4 shows the flow chart for the ResetISR () function. 
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Fig 4. ResetISR () function flow chart 

 

• Cortex-M4 booting up analysis 

If the Cortex-M4 is the default master and the slave boot address is 0 upon reset, it 

follows normal booting process to execute its application code. Details of slave boot 

address is available in LPC5410x/LPC5411x user manual: Co-processor boot register. 

The initialization code of the application must set up the Cortex-M0+ slave core 

booting up environment. It includes copying the slave image into its destination 

execution address, configuring the slave boot address and stack pointer, and then 

reset the slave.  
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Fig 5. Cortex-M4 booting flow chart 

 

• Cortex-M0+ first booting up analysis 

Because Cortex-M0+ is the default slave and the initial slave boot address is 0, it 

executes WFI to enter the sleep mode. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6. Cortex-M0+ first booting flow chart 

 

• Cortex-M0+ second booting up after master reset 
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After master core sets up the slave booting up environment and resets the slave, 

Cortex-M0+ will boot again. This time, the slave boot address will not be 0. Cortex-

M0+ will jump to this address and execute its application code. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7. Cortex-M0+ second booting flow chart 

 

3.2 IAR and Keil startup file 

The startup file of IAR and Keil is slightly different from the MCUXpresso IDE, but the 

overall process is the same. See Fig 8 for the reset handler flow chart in the startup file of 

Keil and IAR. 
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Fig 8. Reset interrupt handler flow chart 

 

Fig 9 shows the Cortex-M4 booting flow chart, which is the default master upon power 

ON. 
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Fig 9. Cortex-M4 booting flow chart 

 

Fig 10 shows the Cortex-M0+ first booting flow chart when the initial startup environment 

is not configured by the master core. 
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Fig 10. Cortex-M0+ first booting flow chart 

 

Fig 11 shows the Cortex-M0+ second booting flow chart, after master setting up the 

startup environment and resetting it. 
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Fig 11. Cortex-M0+ second booting flow chart 

 

4. Debugging with MCUXpresso IDE 

MCUXpresso IDE has a good support on dual core configuration and debugging. The 

slave core project can be linked with the master project by the application configuration, 

and their image integrated together by the automatic linker script, which can then be 

downloaded into internal flash memory. The two projects can be debugged together 

within the same workspace, which is convenient and a useful feature for the developers. 

4.1 Project configuration 

Open MCUXpresso IDE and import the 

“hello_world_cm4_hello_world_cm0plus_mcuxpresso.zip” in the AN package. There are 

two projects in the workspace, 

“lpcxpresso54114_multicore_examples_hello_world_cm0plus” is the slave Cortex-M0+ 

project and “lpcxpresso54114_multicore_examples_hello_world_cm4” is the master 

Cortex-M4 project.  
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Fig 12. MCUXpresso IDE dual core projects 

 

Because the slave project is already linked together with the master project, compiling 

the master project will automatically invoke the slave compilation first. The generated 

image file includes binary of both the projects. So, it is not required to specifically compile 

the slave project.  

Fig 13 shows the memory setting of the Cortex-M4 master project. Flash (or MFlash256) 

is assigned for master code storage and execution. Slave code is integrated together 

with the master code, so it will also be downloaded into flash memory space. But the 

code will later be copied into RAM2 (or Ram1_90) which is the designated code space in 

slave project and is executed. RAM (or Ram0_64) is the master data space.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

NXP Semiconductors AN12124 
 LPC5411x dual core debugging guide 

AN12124 All information provided in this document is subject to legal disclaimers. © NXP Semiconductors B.V. 2018. All rights reserved. 

Application note Rev.1.0 — 8 March 2018 14 of 39 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 13. Master project memory map 

 

Fig 14 shows the memory setting of slave Cortex-M0+ project, RAM (or Ram1_90) is 

assigned as the code and data space. 
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Fig 14. Slave project memory map 

 

The slave project linkage with the master is configured in the Multicore option of the 

master project. The slave project and its execution memory space are specified here. 

The memory space designated should be in accordance with the memory setting in slave 

project, which is Ram1_90 in this case. Then the master linker script will treat this area 

as the slave code and data space, and it will be initialized upon master startup.  
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Fig 15. Master project multicore option for slave linkage 

 

Fig 16 shows the master project linker file on slave code and data relocation, which is 

automatically generated by the linker script. 
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Fig 16. Master project linker file for slave code and data relocation 

 

After building the dual core projects, the slave project has 6864 Byte code and data size. 

They are all allocated to Ram1_90. 

 

 

 
Fig 17. Slave project code and data size 
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After building the master project, it is observed that 6864 Bytes of Ram1_90 is used, 

which is in accordance with slave code and data size. 

 

 

 

Fig 18. Master project Ram1_90 memory used size 

 

4.2 Project debugging 

After compiling the projects, connect the LPCXpresso54114 board to the PC USB 

interface and start debugging. To start with, choose master Cortex-M4 project and enter 

the debugging state. The debugger will stop at the entry of the main () function. At this 

point, the reset handler in the startup file is executed and the slave code and data are 

copied to the designated Ram1_90 area. 

 

 

 

 
Fig 19. Launch master project debugging 

 

Then choose slave project and start debugging it. The two projects will be in debugging 

state at the same time. Since the slave booting address is not setup, slave cannot 

execute its code. 
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Fig 20. Both projects are in debugging state 

 

The MCMGR_StartCore () function configures the slave core booting address and 

initializes the stack pointer, then resets it. Per previous booting analysis, the slave core 

starts up normally this time and begin to execute the application code. The debugger will 

automatically jump and stop at the entry of main () function in the slave project. 

 

 

 
 
 
Fig 21. Debugger stops at slave project main () function entry 

Then the dual core projects can be debugged as normal single project. 
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5. Debugging with IAR 

IAR also supports dual core architecture feature, which is convenient for the users to 

debug their application project. The slave project can be linked with the master project 

via linker option, where the slave binary image and loading section are designated. Then, 

the linker will integrate both the image files together during compilation. So, the slave 

project should be built first, otherwise the master project will report compilation error 

because the slave image data cannot be found. This process in IAR is similar to the 

MCUXpresso IDE, except that the slave image load address in the flash should be 

specified in the master linker file and the image should be copied to its execution 

memory space by the master application.  

5.1 Project configuration 

Unzip the “hello_world_cm4_hello_world_cm0plus_IAR.zip” file in the AN package. 

There are two folders containing Cortex-M4 master project and Cortex-M0+ slave project 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

Fig 22. IAR dual core projects folders 

 

Open both the two projects and compile “hello_world_cm0plus” slave project. Then the 

master “hello_world_cm4” project can be built successfully. 
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Fig 23. Master and slave projects 

 

Most of the project configurations for the dual core is set on the master project side 

including both the images and debugging linkage. See Fig 24  for the linker script file 

“LPC54114J256_cm4.icf” which controls the memory layout for the master project. It also 

defines the slave core image load region from 0X30000 to 0X3FFFF in the flash space. 
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Fig 24. Master project linker script file 
 

 

 

See Fig 25 for the slave project linker script file. The code execution region starts from 

SRAM1 address 0X20010000. The master application relocates the slave image from the 

flash load region to the SRAM1 execution space. 
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Fig 25. Slave project linker script file 
 

 

 

The input tab in the linker option links the slave image file with the load region defined in 

linker script file. The slave binary image file path and its load section is designated. In 

current case, “$PROJ_DIR$/../hello_world_cm0plus/debug/hello_world_cm0plus.bin” is 

the raw binary image file for slave core. __sec_core is its load section, which is defined in 

the linker script file. IAR will search this image file during master project compilation and 

will link it together with the master image. 
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Fig 26.   Slave core image file linkage and load section 

 

The dual core debugging in IAR for the master and slave projects can also be connected 

via Multicore tag in debugger option. After checking the Enable multicore master mode 

and choosing the slave project path, the slave project can be automatically opened and 

placed into debugging mode when the master project is debugged. 



 

 

NXP Semiconductors AN12124 
 LPC5411x dual core debugging guide 

AN12124 All information provided in this document is subject to legal disclaimers. © NXP Semiconductors B.V. 2018. All rights reserved. 

Application note Rev.1.0 — 8 March 2018 25 of 39 

 

Fig 27. Multicore option for slave project debugging connection 

 

For both the projects, the reset setting of the debugger should be configured properly. 

Usually, the master project should be configured to hardware reset and the slave project 

should not use hardware or software reset. This method ensures that the master 

debugging session is not affected. 
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Fig 28. Reset setting for master project 
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Fig 29. Reset setting for slave project 

 

5.2 Project debugging 

After successfully building the master project, click the Download and Debug button to 

enter the debugging mode. IAR opens the corresponding slave project and starts 

debugging. The master core will be stopped at the entry point of main () function and 

slave will be in a sleep state. 
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Fig 30. Master project in debugging state 

 

  

 

Fig 31. Slave project in debugging state 

 

There is a cores window in view menu available for checking current states of both the 

cores, such as their execution status.  
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Fig 32. Cores window 

Although the slave code has been loaded into the designated flash address, it should 

also be copied to its execution memory space. This task and the slave booting 

environment setup are all conducted by the master application code. The copy 

destination address should be in accordance with the slave project memory layout setting. 

 

 

Fig 33. Slave code copy  
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Following is the memory copy destination address, which is the same as the slave code 

execution region starting address. 

#define CORE1_BOOT_ADDRESS (void *)0x20010000 

As illustrated in the chapter dual core booting analysis, the master core needs to setup 

the slave booting up environment and reset it again. Then, the slave will jump to and 

execute its application code. MCMGR_StartCore () function will do this task after the 

slave code copy. When this function is called, the slave core status will change from 

sleeping to running. 

 

 

 

Fig 34. Slave core status change after calling MCMGR_StartCore () function 

 

Then the two projects can be debugged like other usual projects. 

6. Debugging with Keil 

 

Keil MDK cannot link the two dual core projects together and debug them at the same 

time as MCUXPresso IDE or IAR. They are treated as two independent projects. The 

master project should include the slave binary image into its own executable file and 

download them into flash memory together. The application is also responsible for slave 

code relocation and booting environment setup. 

6.1 Project configuration 

Unzip the hello_world_cm4_hello_world_cm0plus_Keil.zip. There are two folders 

containing both the Cortex-M4 master and Cortex-M0+ slave projects.  
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Fig 35. Keil dual core projects folders 

 

Because the master project needs to search and include the slave image binary during 

compilation, open the two projects and build the slave project hello_world_cm0plus. Fig 

36 shows picture of the two Keil projects. 

 

  

Fig 36. Keil dual core projects  
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There is an assembly file incbin.s in the master project which includes the slave binary 

file and allocates it into the slave code load region defined by the master linker script file. 

The search path of the binary file is configured in the Asm tab of the master project 

options. 

 

 

Fig 37. Slave image including file 
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Fig 38. Slave binary file search path 

 

The Keil project should set the project configuration, to generate the binary file required. 

See Fig 39 for the slave project setting on the binary image output. The After-Build 

command used is “$K\ARM\ARMCC\bin\fromelf.exe --bincombined --

bincombined_base=0x20010000 --output=$Lcore1_image.bin !L”.  

The binary file name(core1_image.bin) should be in accordance with the file included in 

the master project incbin.s. 
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Fig 39. Slave binary file generation configuration 

 

See Fig 40  for the slave code load region definition in the master project linker script file.  
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Fig 40. Slave image load region definition 

 

Slave code execution region is defined in the slave project linker script file. So, the 

master application should relocate it from flash to SRAM1.  
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Fig 41. Slave code execution region definition 

6.2 Project debugging 

Keil dual core projects debugging is the same as in general projects. There is no linkage 

relationship between the two projects. The master core still needs to copy the slave code 

from flash to the execution RAM region in explicit code and setup the booting 

environment.   

 

 

Fig 42. Slave code copy and booting address setup 

7. Conclusion 

The dual core booting up and project debugging on three IDEs are introduced in this 

application note. MCUXpresso IDE and IAR have better support on the dual core 

development and debugging, compared to Keil MDK. This application note analyzes the 

project configuration and debugging procedure with all three IDEs. The user can choose 

one of the IDEs for application development.  
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8. Legal information
 

8.1 Definitions 
Draft — The document is a draft version only. The content is still under 

internal review and subject to formal approval, which may result in 

modifications or additions. NXP Semiconductors does not give any 

representations or warranties as to the accuracy or completeness of 

information included herein and shall have no liability for the consequences 

of use of such information. 

8.2 Disclaimers 
Limited warranty and liability — Information in this document is believed to 

be accurate and reliable. However, NXP Semiconductors does not give any 

representations or warranties, expressed or implied, as to the accuracy or 

completeness of such information and shall have no liability for the 

consequences of use of such information. NXP Semiconductors takes no 

responsibility for the content in this document if provided by an information 

source outside of NXP Semiconductors. 

In no event shall NXP Semiconductors be liable for any indirect, incidental, 

punitive, special or consequential damages (including - without limitation - 

lost profits, lost savings, business interruption, costs related to the removal or 

replacement of any products or rework charges) whether or not such 

damages are based on tort (including negligence), warranty, breach of 

contract or any other legal theory. 

Notwithstanding any damages that customer might incur for any reason 

whatsoever, NXP Semiconductors’ aggregate and cumulative liability 

towards customer for the products described herein shall be limited in 

accordance with the Terms and conditions of commercial sale of NXP 

Semiconductors. 

Right to make changes — NXP Semiconductors reserves the right to make 

changes to information published in this document, including without 

limitation specifications and product descriptions, at any time and without 

notice. This document supersedes and replaces all information supplied prior 

to the publication hereof. 

Suitability for use — NXP Semiconductors products are not designed, 

authorized or warranted to be suitable for use in life support, life-critical or 

safety-critical systems or equipment, nor in applications where failure or 

malfunction of an NXP Semiconductors product can reasonably be expected 

to result in personal injury, death or severe property or environmental 

damage. NXP Semiconductors and its suppliers accept no liability for 

inclusion and/or use of NXP Semiconductors products in such equipment or 

applications and therefore such inclusion and/or use is at the customer’s own 

risk. 

Applications — Applications that are described herein for any of these 

products are for illustrative purposes only. NXP Semiconductors makes no 

representation or warranty that such applications will be suitable for the 

specified use without further testing or modification.  

Customers are responsible for the design and operation of their applications 

and products using NXP Semiconductors products, and NXP 

Semiconductors accepts no liability for any assistance with applications or 

customer product design. It is customer’s sole responsibility to determine 

whether the NXP Semiconductors product is suitable and fit for the 

customer’s applications and products planned, as well as for the planned 

application and use of customer’s third party customer(s). Customers should 

provide appropriate design and operating safeguards to minimize the risks 

associated with their applications and products.  

NXP Semiconductors does not accept any liability related to any default, 

damage, costs or problem which is based on any weakness or default in the 

customer’s applications or products, or the application or use by customer’s 

third party customer(s). Customer is responsible for doing all necessary 

testing for the customer’s applications and products using NXP 

Semiconductors products in order to avoid a default of the applications and 

the products or of the application or use by customer’s third party 

customer(s). NXP does not accept any liability in this respect. 

Export control — This document as well as the item(s) described herein 

may be subject to export control regulations. Export might require a prior 

authorization from competent authorities. 

Translations — A non-English (translated) version of a document is for 

reference only. The English version shall prevail in case of any discrepancy 

between the translated and English versions. 

Evaluation products — This product is provided on an “as is” and “with all 

faults” basis for evaluation purposes only. NXP Semiconductors, its affiliates 

and their suppliers expressly disclaim all warranties, whether express, 

implied or statutory, including but not limited to the implied warranties of non-

infringement, merchantability and fitness for a particular purpose. The entire 

risk as to the quality, or arising out of the use or performance, of this product 

remains with customer. 

In no event shall NXP Semiconductors, its affiliates or their suppliers be 

liable to customer for any special, indirect, consequential, punitive or 

incidental damages (including without limitation damages for loss of 

business, business interruption, loss of use, loss of data or information, and 

the like) arising out the use of or inability to use the product, whether or not 

based on tort (including negligence), strict liability, breach of contract, breach 

of warranty or any other theory, even if advised of the possibility of such 

damages.  

Notwithstanding any damages that customer might incur for any reason 

whatsoever (including without limitation, all damages referenced above and 

all direct or general damages), the entire liability of NXP Semiconductors, its 

affiliates and their suppliers and customer’s exclusive remedy for all of the 

foregoing shall be limited to actual damages incurred by customer based on 

reasonable reliance up to the greater of the amount actually paid by 

customer for the product or five dollars (US$5.00). The foregoing limitations, 

exclusions and disclaimers shall apply to the maximum extent permitted by 

applicable law, even if any remedy fails of its essential purpose. 

8.3 Licenses 

Purchase of NXP <xxx> components 

<License statement text> 

8.4 Patents 
Notice is herewith given that the subject device uses one or more of the 

following patents and that each of these patents may have corresponding 

patents in other jurisdictions. 

<Patent ID> — owned by <Company name> 

8.5 Trademarks 
Notice: All referenced brands, product names, service names and 

trademarks are property of their respective owners. 

<Name> — is a trademark of NXP Semiconductors N.V. 
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